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ABSTRACT
Recently, social media sites like Facebook and Twitter have been
severely criticized by policy makers, and media watchdog groups for
allowing fake news stories to spread unchecked on their platforms.In
response, these sites are encouraging their users to report any news
story they encounter on the site, which they perceive as fake.Stories
that are reported as fake by a large number of users are prioritized for
fact checking by (human) experts at fact checking organizations like
Snopes and PolitiFact. Thus, social media sites today are relying on
their users’ perceptions of the truthfulness of news stories to select
stories to fact check.

However, few studies have focused on understanding how users
perceive truth in news stories, or how biases in their perceptions
might affect current strategies to detect and label fake news stories.
To this end, we present an in-depth analysis on users’ perceptions of
truth in news stories. Specifically, we analyze users’ truth perception
biases for 150 stories fact checked by Snopes. Based on their ground
truth and the truth value perceived by users, we can classify the
stories into four categories – (i) C1: false stories perceived as false
by most users, (ii) C2: true stories perceived as false by most users,
(iii) C3: false stories perceived as true by most users, and (iv) C4:
true stories perceived as true by most users.

The stories that are likely to be reported (flagged) for fact check-
ing are from the two classes C1 and C2 that have the lowest perceived
truth levels. We argue that there is little to be gained by fact checking
stories from C1 whose truth value is correctly perceived by most
users. Although stories in C2 reveal the cynicality of users about
true stories, social media sites presently do not explicitly mark them
as true to resolve the confusion.

On the contrary, stories in C3 are false stories, yet perceived as
true by most users. Arguably, these stories are more damaging than
C1 because the truth values of the the story in former situation is
incorrectly perceived while truth values of the latter is correctly
perceived. Nevertheless, the stories in C1 is likely to be fact checked
with greater priority than the stories in C3! In fact, in today’s social
media sites, the higher the gullibility of users towards believing a
false story, the less likely it is to be reported for fact checking.
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In summary, we make the following contributions in this work.
1. Methodological: We develop a novel method for assessing users’
truth perceptions of news stories. We design a test for users to rapidly
assess (i.e., at the rate of a few seconds per story) how truthful or
untruthful the claims in a news story are. We then conduct our truth
perception tests on-line and gather truth perceptions of 100 US-based
Amazon Mechanical Turk workers for each story.
2. Empirical: Our exploratory analysis of users’ truth perceptions
reveal several interesting insights. For instance, (i) for many stories,
the collective wisdom of the crowd (average truth rating) differs sig-
nificantly from the actual truth of the story, i.e., wisdom of crowds
is inaccurate, (ii) across different stories, we find evidence for both
false positive perception bias (i.e., a gullible user perceiving the story
to be more true than it is in reality) and false negative perception bias
(i.e., a cynical user perceiving a story to be more false than it is in
reality), and (iii) users’ political ideologies influence their truth per-
ceptions for the most controversial stories , it is frequently the result
of users’ political ideologies influencing their truth perceptions.
3. Practical: Based on our observations, we call for prioritizing
stories to fact check in order to achieve the following three important
goals: (i) Remove false news stories from circulation, (ii) Correct
the misperception of the users, and (iii) Decrease the disagreement
between different users’ perceptions of truth.

Finally, we provide strategies which utilize users’ truth percep-
tions (and predictive analysis of their biases) to achieve the three
goals stated above while prioritizing stories for fact checking.
The full paper is available at: https://bit.ly/2T7raFO
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